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Abstract—Microprocessor-based systems are the most
common design for high-performance computing (HPC)
platforms. In these systems, several thousands of micro-
processors can participate in a single calculation that could
take weeks or months to complete. When used in this
manner, a fault in any of the microprocessors could cause
the computation to crash or cause silent data corruption
(SDC), i.e. computationally incorrect results. In recent
years, neutron-induced failures in HPC hardware have
been observed, and researchers have started to study how
neutron radiation affects microprocessor-based scientific
computations. This paper presents results from an accel-
erated neutron test focusing on two microprocessors used
in Roadrunner, the first Petaflop system.

Index Terms—Soft error, single event effect, silent data
corruption, neutron beam testing, cross-section.

I. INTRODUCTION

Microprocessors are a crucial aspect of many different
types of computation, including standard desktop com-
puters, high-performance computing (HPC) platforms,
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avionics and spacecrafts. While the most common mi-
croprocessors used for space applications are radiation-
hardened and have low SEU rates [1]–[5], commercial-
off-the-shelf (COTS) microprocessors are more common
in terrestrial and avionics computing. Radiation-induced
failure modes in COTS microprocessors include single-
event upsets (SEUs) in the caches, register files, pipeline
registers, and memory; single-event transients (SETs) in
functional units; and single-event functional interrupts
(SEFIs) in control logic. Although the terrestrial radia-
tion environment has a much lower flux than in space
environments [6], neutron-induced faults are a concern
for large terrestrial systems and neutrons have been
implicated in crashes and silent data corruption (SDC)
in different systems [7]–[9].

Because SEUs are increasingly noticeable in terres-
trial applications, COTS microprocessor designers and
system designers often include some protection from
SEUs. These protections include error-correcting codes
(ECC) and bit interleaving in caches. As many COTS
microprocessors have multiple levels of caches, some
manufacturers apply a graded approach to error miti-
gation, with the larger caches that are overwritten less
frequently ECC protected and smaller caches that are
frequently overwritten more weakly able to detect er-
rors. In HPC platforms, software-level protections, such
as checkpoint/restart, are also implemented. In check-
point/restart, the calculation’s state is periodically saved
to hard disk so that a calculation can be restarted from
the previous state if necessary.

While these protections are useful, not all radiation-
induced failure modes are completely suppressed. HPC
platforms used for scientific computation are particularly
sensitive to these problems due to the size of the system
and availability requirements of the applications run
on them. Commonly these systems distribute a single
calculation across thousands of microprocessors, which
can spend weeks to months processing the calculation.
The large system size can magnify tiny sensitivities to
radiation in the system. Often if a single microprocessor
crashes the calculation will be stopped, the previous
checkpoint loaded, and the calculation restarted. For
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these situations, every time the calculation is restarted
from a checkpoint increases the application runtime, as
all of the runtime between the checkpoint and the restart
is lost. Furthermore, SDC can be difficult to detect.
Therefore, in these platforms, neutron-induced errors are
of concern since (1) system crashes affect application
runtimes and (2) SDC in scientific applications may lead
to incorrect scientific conclusions. The ability to infer
field experience from accelerated testing data such as
that resulting from neutron beam testing is important.

This paper presents results from beam testing hard-
ware identical to that used in Roadrunner [10], the
first Petaflop system [11], while running different ap-
plications including some used for scientific research.
Further results are available in [12], [13]. Section II
discusses related work on other microprocessor radiation
studies. Section III presents the test setup, with the
results detailed in Section IV. Section V concludes this
work.

II. RELATED WORK

There is more than a decade’s worth of static test
data on microprocessors [14]–[17]. A number of recent
publications have studied more modern microprocessors
with reduced feature sizes and multiple processing cores
[18], [19]. While static testing is often the basis for
error rate calculations, it can be difficult to translate
these errors into dynamic error rates for real-world
systems. Determining the overall effect of radiation on
microprocessors is not simple, as faults in the systems
can remain dormant for several thousands of clock cycles
before triggering an error. In addition, the operating
system and the software can create noise in the system,
making it difficult to determine the cause of system
crashes. In [20] results from [14] are used to indicate that
the proton cross-section for the Pentium II and MMX
microprocessors was two to three orders of magnitude
larger when tested with Windows operating system than
without.

With the ever decreasing transistor size in micropro-
cessors, much has been done to improve radiation reli-
ability. When compared to the state-of-the-art, there are
two main methods to increase microprocessor reliability.
The first method focuses on improving the radiation
reliability of the microprocessor. The second focuses on
improving radiation reliability through algorithm-based
fault-tolerance.

While more reliable hardware would improve software
reliability, many reliability improvements at the hardware
level are prohibitively expensive to produce or cannot
provide the performance of current non-radiation hard-
ened devices. BAE Systems produces the RAD750 line

of radiation-hardened microprocessors, which are based
on the PowerPC 750 architecture. These microprocessors
run at 200 MHz, and are advertised as achieving more
than 420 Dhrystone MIPS [2]. An earlier, 133 MHz
version of the microprocessor consumed 5W of power
[1]. There are also a number of new radiation-hardened
microprocessors that will be released soon, such as the
radiation-hardened by design Maestro chip [4] or the
radiation-hardened by process Clearspeed [5]. As all
of these microprocessors are much slower than COTS
microprocessors and performance is important for large-
scale computations, using radiation-hardened micropro-
cessors for HPC platforms is unlikely.

The second method that may be implemented is
algorithm-based fault-tolerance, but it relies on special-
ized knowledge by the programmer or ad hoc optimiza-
tion of the code by hand [21], [22]. These methods
usually decrease performance, which is paramount in
HPC systems, and are typically not used in HPC systems.

III. TEST SETUP AND EXPERIMENTAL PROTOCOL

Hardware from Roadrunner was tested at Los Alamos
National Laboratory’s (LANL) Los Alamos Neutron
Science Center (LANSCE) Irradiation of Chips and Elec-
tronics (ICE) House in October 2009 to investigate the
neutron susceptibility of the two microprocessors used in
Roadrunner along with the hardware in their respective
beampaths. Both microprocessors, the IBM PowerXCell
8i (Cell) and the AMD Opteron 2210 HE, have been
commercially available. The test setup included running
different applications, including some used for scientific
computation.

The Cell is a 65nm SOI microprocessor with 1 Pow-
erPC processor element (PPE) that controls 8 synergistic
processor elements (SPE). See [23, p. 5] for a diagram
of the Cell architecture. The 3.2 GHz PPE includes
a PowerPC processor unit (PPU) that is based on the
PowerPC architecture, a parity-protected 32 KB L1 data
cache, a parity-protected 32 KB L1 instruction cache,
and a 512 KB L2 cache with ECC on data and parity
on directory tags (which is recoverable using redundant
directories). Each 3.2 GHz SPE includes a synergistic
processor unit (SPU) and an ECC-protected 256 KB
dedicated non-caching local store. The IBM QS22 blade
(system) housing the Cells during the testing includes 8
GB of ECC double data rate 2 (DDR2) dynamic random
access memory (DRAM).

The Opteron 2210 HE is a 1.8 GHz 90nm Silicon-on-
Insulator (SOI) dual-core microprocessor. See [24, p. 2]
for a diagram of the Opteron 2210 EE microprocessor,
which has a design similar to the Opteron 2210 HE



Fig. 1. The test setup, showing BC-H that housed the Triblades and
the down-beam Virtex-II; photo from [25].

tested at LANSCE. Each Opteron core has an ECC-
protected 64 KB L1 data cache, a parity-protected 64
KB L1 instruction cache, and an ECC protected 1MB
L2 cache. The IBM LS21 blade (system) housing the
Opteron 2210 HE for the testing includes 16 GB of ECC
DDR2 DRAM.

A. Test Setup

There are two aspects of the test setup: the hardware
test setup and the software test setup. Both aspects were
specifically designed to mimic how the devices under test
operate in the Roadrunner supercomputer. This section
presents both the hardware test setup and the software
test setup.

1) Hardware Test Setup: Due to their extreme size,
most HPC platforms need an efficient power, cooling
and network design, as the entire system might span
thousands of square feet. To this end, most platforms
are designed to be housed in server racks, with each rack
housing multiple chassis. In a blade-based platform such
as Roadrunner, each chassis will house multiple blades.
In Roadrunner, the rack provides physical structure, the
chassis provides a common interface to power, network,
and cooling, and compute blades provide the compute
infrastructure.

Figs. 1 and 2 show the hardware test setup. The
hardware tested included four Triblade [10] blade servers
and a BladeCenter-H (BC-H Type 8852) [26] chassis.
The BC-H is designed to house up to three Triblades,
where each Triblade includes one IBM LS21 blade, two
IBM QS22 blades, and an expansion blade to manage
data traffic. The LS21 blade has two dual-core Opteron
2210 HE microprocessors. The QS22 blades (QS22a and
QS22b) each have two Cell microprocessors. During
testing, the Triblade under test was housed in the BC-H
as it would be in the field. The BC-H was oriented so that
with a single Triblade under test, the beam first entered

Fig. 2. Triblade 3 in BC-H; photo from [25].

the QS22b, followed by the QS22a, the expansion blade,
and the LS21 respectively.

The test also required extra hardware for system
control and radiation measurements. In many HPC plat-
forms, a front-end node is used to manage the back-end
compute nodes or blades, and likewise for this testing a
front-end node was necessary to control the system under
test. Specifically, it was used to boot the Triblades, start
applications on the system under test and to monitor its
health, all of which were performed manually by the
experiment personnel. An IBM eServer X Series 336
provided this capacity. This server was placed in the user
facility so that it would be protected from radiation.

Since the hardware setup included more physical
matter (chassis, metal enclosures, large heatsinks) than
usual, two Xilinx Virtex-II [27] test fixtures [28] were
included, one placed upbeam of the BC-H and the other
placed downbeam of the BC-H, for calculating corrected
neutron fluence exposures. Normally, the decrease in
radiation would be based on the distance from the beam
source. Without the BC-H chassis and the Triblades, the
expected decrease in radiation from the beam source
to the back Virtex-II would be 20%. With the BC-H
and one Triblade between the two Virtex-II devices, the
back Virtex-II device indicated an average decrease in
radiation of 69% from the beam source.

Because the decrease in radiation is larger than that
expected given the distance from the beam source, the
fluence was adjusted based on both distance and attenu-
ation through matter. The decrease in radiation based
on distance was calculated as usual. The decrease in
radiation due to attenuation through matter was based on
exponential decay. So that the attenuation effect would
be tractable, the beam was assumed to decay in a uniform
exponential manner throughout the whole of the Triblade
under test. Uniform exponential decay would be exact if
the Triblade were composed of a uniform material. Even
given that the Triblade is not composed of a uniform



material, this approximation can still be plausible if
the attenuation caused by the Triblade is distributed
somewhat evenly among the blades that compose it,
which seems reasonable [29]. See [13] for details.

2) Software Test Setup: The test applications for the
Cell included five computational test codes detailed in
the next paragraph (hybrid Linpack, correlator, a con-
jugate gradient solver, VPIC, and an integer adder) and
an idle test code in which the Opteron interrogates the
Cell to determine if all processor elements (PPU and
SPUs) are all still operational. For the Opterons the test
applications included an Opteron-only version of the
correlator test code, idling, and running the Linux top
command, which is considered an idle condition in the
analyses that follow.

Hybrid Linpack performs the Linpack benchmark cal-
culation, optimized for the Triblade architecture with
most of the computation performed on the Cell [30],
[31]. The correlator test code performs a multiply and
accumulate needed for certain radio-astronomy applica-
tions [32]. It utilizes both the Opteron and PPU in very
limited ways, with most of the computation performed
on the SPEs. The Opteron-only correlator test code
performs the same multiply and accumulate on a single
Opteron core, with both cores running the code during
the testing. The conjugate gradient method is a member
of a family of iterative solvers used primarily on large
sparse linear systems arising from the discretization of
partial differential equations. The conjugate gradient test
code used here performs a double precision, precondi-
tioned conjugate gradient (CG) algorithm and utilizes
the Opteron primarily for generation of the sparse linear
system, with the CG implementation taking place on the
Cell. VPIC is a 3D electromagnetic relativistic particle-
in-cell plasma physics simulation code [33]. The version
used for this testing was written to run on the Cell
microprocessor in a hybrid microprocessor environment
like that of a Triblade. The integer add test code is
a simple hybrid code that executes primarily on the
SPUs, using vector integer units to perform simple adds.
Vector registers on the SPUs are loaded, vector adds are
executed over these registers and verified for correctness.

Each test code was designed so that it completed its
work in roughly one minute. The software setup was
instrumented to run the test code continuously and return
output data each time the test code completed. The
output data included start and stop times, the application
being run, the hardware running it, whether an SDC
occurred and with the Cell idle code whether the Cells
under test were still responding.

It should be noted that initial testing of the devices to
determine the static sensitivity of the caches and registers

TABLE I
HARDWARE NEUTRON EXPOSURE

Blade Beam Aim Corrected Neutron

Fluence ( neutrons
cm2 )

Triblade 1 LS21 Upper Opteron 1.12 × 108

Triblade 1 LS21 Lower Opteron 4.20 × 108

Triblade 1 QS22a Upper Cell 1.85 × 109

Triblade 1 QS22a Lower Cell 1.50 × 109

Triblade 1 QS22b Upper Cell 2.30 × 109

Triblade 1 QS22b Lower Cell 1.87 × 109

Triblade 2 LS21 Upper Opteron 0

Triblade 2 LS21 Lower Opteron 0

Triblade 2 QS22a Upper Cell 0

Triblade 2 QS22a Lower Cell 1.54 × 109

Triblade 2 QS22b Upper Cell 0

Triblade 2 QS22b Lower Cell 1.91 × 109

Triblade 3 LS21 Upper Opteron 0

Triblade 3 LS21 Lower Opteron 0

Triblade 3 QS22a Upper Cell 1.44 × 1010

Triblade 3 QS22a Lower Cell 3.51 × 109

Triblade 3 QS22b Upper Cell 1.79 × 1010

Triblade 3 QS22b Lower Cell 4.36 × 109

Triblade 4 LS21 Upper Opteron 0

Triblade 4 LS21 Lower Opteron 5.37 × 108

Triblade 4 QS22a Upper Cell 5.51 × 109

Triblade 4 QS22a Lower Cell 2.69 × 1010

Triblade 4 QS22b Upper Cell 6.86 × 109

Triblade 4 QS22b Lower Cell 3.35 × 1010

to SEU was not undertaken. All of the cross-sections
determined from this study are based on the dynamic
usage of the system.

B. Experimental Procedure

For a given experiment, a single Cell or Opteron
was configured to run the desired application while the
beam was aimed so that it irradiated all of the hardware
in that microprocessor’s beampath. With two QS22s in
a Triblade, when a Cell in one QS22 is running an
application, the corresponding Cell in the other QS22
is in the beampath. This second Cell in the beampath
was set to run the Cell idle test code. Since the beam
irradiated a columnar volume within the Triblade under
test and the BC-H, certain attribution of an error to the
Cells or Opteron in the beampath is not possible. In
particular, other hardware in the beampath or hardware



that was affected by scatter could be the cause of an
observed error. Errors could also be the result of causes
external to the beam.

The experimental protocol was to start the appropriate
test application on the appropriate microprocessor while
the beam was off. Once the test application was observed
to be operating properly (e.g., the test code had produced
one or more output lines), the beam was started. The
experiment continued until a state of system inoperability
(e.g., a system or application crash) was reached or until
sufficient time had elapsed. The beam was then turned
off, data pertaining to neutron fluence exposure were
collected, and the system was rebooted before beginning
the next test.

For the Cells, the test procedure was to cycle through
the test applications on a particular Cell, typically until it
became inoperable. Repeating each test code periodically
permits investigation of any aging or dose-related effects
related to increasing exposure to the beam. The proce-
dure for the Opterons, which received much less testing,
was to use both the Opteron-only correlator code and
possibly an idle condition (idling or running the Linux
top command). Functionality of the Opteron while it was
idling or running the Linux top command was assessed
by ascertaining its continued responsiveness.

In all, 112 experiments were performed, with 14 Cells
and 3 Opterons in four Triblades operated in the beam.
The first three experiments, which were the only data
collected for Triblade 2, were omitted from the results
since these tests had three Triblades in the beam whereas
the remaining experiments had only a single Triblade in
the beam. The Opteron beampath tests were performed
after the Cell beampath tests since the Cells were of
primary interest in the testing. Thus, the behavior of
the Opteron and the hardware in its beampath without
previous exposure to the beam cannot be estimated based
on this testing.

Two different beam diameters were used for the
experiments: a two-inch beam diameter for the first
53 experiments and a one-inch beam diameter for the
remaining 59. All testing was performed at nominal
voltages and nominal temperatures with the test fixture
at normal incidence to the beam. Table I details the
corrected neutron fluence accumulated at each beam aim
during the testing for neutrons with energies greater than
10 MeV. As it was not possible to test one Cell in a
Triblade without exposing a second Cell in the beampath,
the fluences include the exposure gained when a Cell
was running the idle test code while the other Cell in its
beampath was under test. A small amount of the Opteron
memory was in the beam when the Cells were being
tested, with more exposure resulting when using the two-

inch beam diameter as opposed to the one-inch beam
diameter. Using the two-inch beam diameter versus the
one-inch beam diameter does not significantly change the
hazard rate or instantaneous error rate (see Section IV
D), suggesting that any resulting effects in the Opteron
memory are not likely to be substantial.

IV. RESULTS

A. Silent Data Corruption

Four SDCs were observed. Two SDCs occurred when
a Cell was running a computational test code and
two SDCs occurred when an Opteron was running the
Opteron-only correlator test code. Checks that deter-
mined when an SDC occurred were performed using
either a 160-bit secure hash algorithm-1 (SHA-1) hash or
a 32-bit cyclic redundancy code (CRC), so the magnitude
of the difference between the calculated result and the
correct result for a particular SDC cannot be determined.

As mentioned earlier, with the Triblade architecture
when one Cell is in the beam a second Cell is too. The
cross-sections here and in the next subsection reflect the
sensitivity of half the hardware in the Cell beampath, that
is one Cell and half the remaining hardware in the Cell
beampath, with this definition of the hardware in the Cell
beampath applying only to cross-sections. Since with the
beam diameters used for this study only a single Opteron
is irradiated at a time, throughout the Opteron beampath
refers to all hardware in the Opteron beampath. Further,
all cross-sections reflect neutrons with energies over 10
MeV.

The cross-section for SDC for the Cell beampath is
3.88×10−11 cm2

device with 95% confidence interval (3.88×
10−12 cm2

device , 1.40 × 10−10 cm2

device ). The cross-section for
SDC for the Opteron beampath is 2.78 × 10−9 cm2

device
with 95% confidence interval (2.78×10−10 cm2

device , 1.00×
10−8 cm2

device ). These values indicate that SDC is 72 times
more likely for the Opteron beampath than the Cell
beampath. For the Opteron beampath, the median pos-
terior probability that an error is an SDC rather than a
failure is 0.114 with 95% credible interval (0.035, 0.250),
while for the Cell beampath it is 0.038 with 95% credible
interval (0.011, 0.088).

We suspect that the reason why the Opteron is more
likely to incur SDC than the Cell reflects differences
in the two architectures. The Cell architecture is fairly
simple with a PowerPC in the PPE and a vector pro-
cessing architecture in the SPEs. In both the PPE and
the SPEs the processing is dependent on programmer
and compiler optimization to speed up execution and in-
crease instruction-level performance. The Opteron archi-
tecture leverages additional concepts from computer ar-



chitecture and microprocessor design to provide a high-
performance microprocessor. To this end, the Opteron
architecture is dependent on hardware modifications for
increasing performance, including superscalar circuitry
that provides real-time instruction reordering for in-
creased performance, large multi-level cache structures
for increased memory locality, and deep pipelining of
functional units for increased throughput. While all of
these structures provide high-performance computation,
it is possible that the extra memory and logic in these
functional units could be increasing the risk of SDC.

Thus, a possible explanation for the difference be-
tween the Cell beampath results and the Opteron beam-
path results is that the Cell architecture is much simpler
than the Opteron architecture. In addition, the Opteron
has two microprocessors on the same die, which tends
to double the rate of both SDC and failures. Finally, as
many current microprocessors are designed in the same
manner as the Opteron, it is possible that SDC is more
common than realized in traditional computing systems.

B. Failure Data

Each experiment was categorized as having one of
two end states: 1) survival, meaning that the experiment
ended when the experimenter believed the application
was still running or 2) failure, indicating that the applica-
tion was no longer running at the end of the experiment,
e.g. because of an application or a system crash. Since
the output from the test applications appeared roughly
every minute, it is possible that in some cases in which
the system is deemed to have survived the experiment
it had actually failed, but that failure was not detected
before the experiment ended. Post-irradiation analysis
showed that 79 of the 95 tests conducted on the Cells
ended in failure, while all 14 tests conducted on the
Opterons ended in failure.

The cross-section for failures for the Cell beampath is
1.44× 10−9 cm2

device with 95% confidence interval (1.12×
10−9 cm2

device , 1.77 × 10−9 cm2

device ). When compared to the
Cell beampath SDC cross-section, the Cell beampath
failure cross-section indicates that failure (crashing) is
37 times more likely than SDC for the Cell beampath.
The cross-section for failures for the Opteron beam-
path is 1.24 × 10−8 cm2

device with 95% confidence interval
(6.83× 10−9 cm2

device , 2.09× 10−8 cm2

device ). When compared
to the Opteron beampath SDC cross-section, the Opteron
beampath failure cross-section indicates that failure is 4.5
times more likely than SDC. When the two failure cross-
sections are compared, the values indicate that failure is
8.6 times more likely for the Opteron beampath than the
Cell beampath. As discussed earlier, it is possible that
these results reflect architectural differences.

C. Results from Modeling the Data

A model that accounted for the application used for
each test, the Triblade under test, the beam aim (Cell
beampath or Opteron beampath), and the beam diameter
was fit to the experimental data [13]. The modeling
results presented below pertain to the model used for
the data and the conditions under which the experiments
were conducted, with results likely to be obtained under
other conditions less clear. All results have been esti-
mated via Markov Chain Monte Carlo [34]. The para-
graphs below discuss the effects of increasing exposure
to the beam, beam aim, Triblade under test, application
used for the test, and beam diameter.

The baseline hazard rate appears to be close to con-
stant, suggesting that the instantaneous error rate, where
errors include both failures and SDC, likely doesn’t
vary much with increasing exposure to the beam for the
exposures observed in our testing. Therefore, it is likely
that the sensitivity to radiation does not change with
increasing dose accumulation and in-field usage should
have roughly constant radiation-induced error rates.

The posterior probability that the beam aim (Cell
beampath, which here includes both Cells and all hard-
ware in the Cell beampath, or Opteron beampath) affects
the hazard rate is 1.0. With the Opteron beampath,
the median multiplier to the hazard rate is 8.785 with
95% credible interval (CI) of (4.234, 17.103), meaning
there is roughly an order of magnitude more risk of an
error when testing the Opteron beampath versus the Cell
beampath. As previously discussed, it is possible that this
disparity results from differences between the more com-
plex architecture of the Opteron microprocessor and the
simpler vector architecture of the Cell microprocessor.

There is a relationship between the Triblade under test
and the beam diameter used for the testing. Triblade
3 was tested using the two-inch beam diameter and
Triblade 4 was tested using the one-inch beam diameter,
while Triblade 1 was tested using both beam diameters.
With a situation like this, it can be difficult for the
model to determine which of Triblade under test or beam
diameter is more influential on the hazard rate. That said,
the posterior probability that one or both of Triblade
under test and beam diameter affects the hazard rate is
0.96, and the results below suggest that Triblade under
test is more likely to affect the hazard rate.

The modeling results indicate a 0.880 posterior prob-
ability that different Triblades under test experienced
different sensitivities to the beam. The posterior median
relative difference in hazard rate for two randomly-
selected Triblades is 1.335 with 95% credible interval
(1.000, 4.721). Thus, this test data suggests that process-



variation-based differences in radiation sensitivity exist.
However, more Triblades would need to be tested and/or
more time spent under test would be required to fully
explore the implications of process-variation-based radi-
ation sensitivities.

Beam diameter (one-inch versus two-inch), on the
other hand, had a 0.332 posterior probability of affecting
the hazard rate, suggesting that beam diameter did not
have much if any impact on the hazard rate. This implies
that most of the sensitive hardware likely lies within the
one-inch beam diameter.

For the most part, the application being run did not af-
fect the hazard rate. The largest effect on the hazard rate
is for hybrid Linpack, with a 0.658 posterior probability
of having a different hazard rate compared to the idle
condition. Its median multiplicative effect on the hazard
rate is 1.434, with 95% credible interval (1.000, 2.853).
Therefore, the failure sensitivity did not have much
application dependence. There are a number of possible
explanations for this result. First, the operating system,
which executed in all tests whether an application was
executing or not, might be overshadowing the effect of
the application on the hardware sensitivity to neutrons.
As discussed in [20] the Windows operating system
increased the sensitivity to radiation-induced crashes by
two to three orders of magnitude. It is possible that the
Linux operating system contributes to the error rate so
much that the opportunity to distinguish large application
differences is not possible. Second, the applications cho-
sen here may have similar radiation sensitivities, which
other applications might not share. It would be useful to
study more applications with different programming and
computing patterns.

V. CONCLUSIONS

In conclusion, replicates of two microprocessors, the
IBM PowerXCell 8i and the AMD Opteron 2210 HE,
along with the hardware in their respective beampaths
were tested at LANSCE for neutron sensitivities. These
tests indicated that both microprocessor beampaths were
susceptible to radiation-induced failures and SDC. The
SDC cross-section was 72 times larger for the Opteron
beampath than the Cell beampath and the Opteron
beampath failure cross-section was almost an order of
magnitude larger than that for the Cell beampath. In
both cases, it is possible that these results reflect a
difference in the complexity in the two architectures.
The data further provided some evidence for process-
variation-based radiation sensitivity differences. Finally,
little application-based dependence in radiation sensitiv-
ity was found, with hybrid Linpack most likely to lead
to a somewhat elevated hazard rate.
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